Literature review

### Reviews analysis

An important source of knowledge about e-commerce customers are textual reviews. They can serve as a rich source of feedback for what in the shop or product is liked and what needs change. Also, in the textual reviews one can get to know customer’s opinions way better then using other types of feedback, for example 1-5 rating of a purchase. With these advantages, they come at the expense of increased complexity of such analysis. A big challenge is to extract meaningful information from this type of highly unstructured data.

Two most important types of text mining in text reviews is *sentiment prediction* and *topic mining* (in the context of reviews also often called *aspect mining*). Topic modeling is particularly challenging, as usually one does not have a annotated dataset with topics assigned to each text. That is why an unsupervised approach usually has to be used.

A go-to model for inferring the topic of a text is Latent Dirchlet Allocation (Blei, Ng, and Jordan 2003). The method is based on assumption, that each document is a mixture of a small number of topics. At the same time, each topic can be characterized by a distribution of words frequency.

Unfortunately, LDA approach was created with different purpose in mind. Typically reviews in the aspect of e-commerce are very short. Hong and Davison (2010) showed that LDA is not able to find informative topics in Twitter posts. These posts are bound by the rules of the platform to be shorter than 280 characters long. Possible reason that LDA does not cope well is that assumption about a document being mixture of topics is false. Short texts probably comprise of very small amount of topics, usually only one.

The drawbacks of LDA in setting of short texts were adressed by (Yin and Wang 2014) . They used Gibbs Sampling algorithm for the Dirichlet Multinomial Mixture model, which is improvement over typical LDA. The algorithm used by the authors is called Movie Group Process. Short introduction to this algorithm is included below.

Imagine a movie discussion group. There are k tables, and the goal is to assign students to tables according to their similar movie taste. There are 2 preference parameters set for each student:

1. Choose a table with students having similar movie taste. This is meant to introduce homogeneity of the clusters.
2. Choose a table with more students in this group. This rule is meant to improve completeness - so to the clusters have a reasonably high number of members.

The authors show that this algorithm provides superior performance to vanilla LDA not only when the texts are short, but also in general.

In recent years completely new approaches to Natural Language Processing emerged, thanks to improvement in the area of Neural Network algorithms. Two approaches are especially important as they serve as a baseline for the most recent findings in aspect (topic) recognition area. These two are word vector representations and attention mechanism. A short introduction of these two methods is presented in the section below.

In 2013, word2vec (Mikolov et al. 2013) was presented. The goal of this method is to learn a meaningful vector representation of each word in a corpus. Word2vec’s approach is to train a model that predicts all of the neighboring words for every occurrence of every word in an entire body of text (a corpus).

Intuitively, suppose that the model needs to learn embeddings for 3 words: “king,” “queen,” “orange.” The points in the embedding space for the first two words should lay in the proximity, while “orange” should be further. Word2vec approach is to look at the probability, that given word should be placed in particular place in the sentence, given the neighboring words. Suppose we have an incomplete sentence “XXX were usually very rich in the past.” Word2vec tries to predict what XXX should be. From the corpus it should understand, that “king” and “queen” are more probable than “orange,” that is why puts the embeddings closer.

Creating word embeddings usually serve as a preprocessing phase for next analysis steps, as with the data in numeric form one can use all tools that conventional data analysis has to offer, not being limited anymore by the complicated nature of textual data.

Another concept very helpful in the aspect recognition domain is attention mechanism (Chorowski et al. 2015). It is based on attention mechanism in psychology. When a human is trying to understand any content (visual, textual etc.) she is not using all content in the same extent, but only the relevant parts. For example, when a car driver is making a decision whether to cross an intersection, from all the visual signals that she obtains at the moment, the most important (and the only one looked at) is whether the light is red or green.

This concept can be very useful in the area of aspect prediction, as usually only couple of words from the whole sentence show the topic of it.

He et al. (2017) presented an Attention-based Aspect Extraction model. At first, words embedding using Word2Vec model is created. After that, for each text in the corpus, attention weight for each word is computed using neural network with an attention layer. Then, embedding of the whole sentence is created by computing an average for all words embedding. The words are weighted by their attention weights. Last step of the procedure is creating encoder-decoder model for learning sentence aspect embedding. The reconstruction of the sentence is the linear combination of aspect embeddings, and aspect embeddings are learned by mapping sentence embedding to a lower dimensional space.

Another work worth mentioning is by Tulkens and Cranenburgh (2020), who proposed a new type of Attention mechanism, meant especially for aspect recognition task. It’s advantage over the one presented by (He et al. 2017) is that instead of a complex neural network, a way simpler approach based on Radial Basis Function kernel is used. Another work presenting new attention mechanism is by Luo et al. (2019) - they use a use a Encoder-Decoder framework with an *Semene Attention* mechanism.

### Churn analysis

TODO:

* co to churn
* churn vs retention
* dlaczego się opłaca mieć lojalnych klientów

Although churn prediction is typically modeled as a classification problem, one should bear in mind the final goal of churn prediction, that is preventing the customer from leaving (Wai-Ho Au, Chan, and Xin Yao 2003). One strategy to do that is to target the most risky customers with some kind of marketing campaign. The ultimate goal for the model should be to assess the probability of customer leaving, and let the marketing experts decide what level of probability bothers the company, and how strong the reaction should be. For example, one could decide that for top 1% of the most risky customers the company should contact the customer in person by phone, for top 10% offer special discounts, while for top 30% - just send an encouraging email.

Because of that one should bear in mind that the models not outputting probabilities (for example vanilla SVM) are not the best choices. That is also why industry standard for churn prediction is logistic regression, as the outputs can be directly interpreted as probabilities, and also the customers can be ranked.

The most low-hanging fruit for the companies that want to start basing their business desicions on the data is usage of transaction-level data. That is because virtually every e-commerce shop is based on the the mechanism of user registration, and storing the client’s purchasing history is an industry standard. The data only about when the customer made purchases and how much did he pay are very easily translated into the framework of Recency-Frequency-Monetary value. Multiple works (Aleksandrova (2018), Yanfang and Chen (2017)) demonstrated that such data can serve as a good input to churn prediction machine learning model. In fact, most of the publications presented in this review is using RFM variables as one part of the dataset, while including more complex, engineered variables as the other part.

Besides the application in churn prediction domain, clustering the customer base into different segments based on RFM model can be very valuable just for business intelligence application and exploratory data analysis.

Because of the digital nature of e-commerce shopping, way more detailed and enriched data can be used in hope of finding more appropriate features. One of such features is per-session data - that is the information about how the user is navigating on the site. Yu et al. (2011) used the data avaliable in the data warehouse of e-commerce company to predict churn. They combined per-transaction data, per-session data and customer data using Extract-Transform-Load tools and manual feature engineering. Berger and Kompan (2019) tried to predict user churn on a per-session basis. The question they stated was “Will the customer unregister from the service during this session?” They used a very detailed per-session metadata like the day of the week, session number or number of purchases done up to the point.

After the first purchase of the customer in the e-commerce shop, their exact adresses can be inferred with high probability. Usually the delivery adress would be to the home of a customer, or in worse cases to other place that the customer visits (like workplace etc.). Zhao et al. (2005) used this kind of customer location data to enrich the dataset with basic spatial characteristics of the region, that is geographic situation and demographic variables.

The content of the web is very often avaliable in unstructured, textual form. Online retailers very often give their customers to write reviews about the purchase. Although such information is very hard to incorporate into churn prediction model, it can serve as a very rich source of insight. De Caigny et al. (2020) showed how such data can be incorporated into churn prediction modeling to obtain superior results. They have used text embedding approach as a feature extraction method.

Other branch of customer behaviour analysis is concentrated on declaration of desire to repurchase in particular shop. Compared to the actual analysis of sales data, this approach has an advantage that the customer can have a very good experience in the shop, but not do the repurchase from other reasons. This information is still very valuable to the shop. On the other hand, questionaire data has usually less quality as the customers can lie, an also response rate is usually very low.

Suryadi (2020) analysed responses to such questionaires and tried to predict, whether preprocessed textual reviews can serve as explanatory variables. After using tf-idf transformation they found out that they can.

Methods description

### Methods - text reviews

Olist e-commerce store is operating only in Brazil. That is why most of the reviews are written in Portuguese. I have used Google Translate API to change the language of them to English. This is to facilitate not only understanding the reviews, but also the NLP tools avaliable for english language are more up-to-date and advanced.

3 algorithms for topic modeling that I have tested were:

1. Latent Dirchlet Allocation - because it is a go-to standard for topic recognition
2. Gibbs Sampling algorithm for the Dirichlet Multinomial Mixture - as this method is an improvement over LDA, meant especially for short texts. This is the case from this study, as most of the reviews are just couple of words long
3. Attention-Based Aspect Extraction - this method is also meant for short texts, and at the same time it uses the most modern, state-of-the-art NLP techniques.

To improve the results in all 3 methods I have removed stopwords and punctuation from the text. Also, to limit the number of words in the vocabulary I have used lemmatization technique. This was done by WordNet lemmatizer. To further improve the results, I have used Part-of-Speech tagger, and passed the tags of words to the lemmatizer. This way the algorithm can change the form of the word on a more informed basis, and thus apply lemmatization to more words.

Second step of the preprocessing was converting lemmatized reviews into vector format. In case of LDA, count-vectorizing approach was applied. the words which appeared in less than 0.1% of reviews were dropped from the dataset. In the case of Gibbs Sampling the same preprocessing is done internally by the function.

In both of these cases after vectorization one should obtain a matrix with n rows and k columns, where n is number of observations in the original dataset, while k - size of the vocabulary.

Very different preprocessing was required in the case of Attention-Based Aspect Extraction. The neural network requires simply lemmatized reviews in textual format as the output. Then, one of the layers of the network is meant to embed the currently preprocessed word. These embeddings are not learnt during the network training, they should be trained beforehand instead. The authors of the paper propose Word2vec technique for learning embeddings. Following their guidelines I have used this method, setting the dimensionality of the vector space to 200. I have also applied the word window of 10.

After applying word2vec on this dataset, I have obtained the matrix with m rows and 200 columns, where m stands for number of words in the dataset, and 200 is the dimensionality of the vector space chosen as a hyperparameter. One should bear in mind that count-vectorization works on review level, while word2vec - on words level. This means that after applying word2vec model to 1 review, one would obtain the same number of outputs as the number of words in the review. This is why it is impossible to use word2vec to preprocess the dataset and then use LDA or Gibbs sampling without some way to convert couple of vectors into one.

Unfortunately, the evaluation of topic extraction is a hard task. The only reasonable one is human inspection. That is why after running every model I have verified the obtained topic for coherency and distinctiveness.

TODO: Opis wyboru parametrów modeli z poniższej listy

1. LDA
   1. remove stopwords and punctuation
   2. use wordnet lemmatizer (Fellbaum 1998) with POS tagging (NLTK)
   3. use count-vectorize approach with removing words which appear in less than 0.1% reviews
   4. use LDA with varying number of components 3, 5, 10, 15
   5. manually inspect inferred topics
2. Gibbs Sampling algorithm for the Dirichlet Multinomial Mixture (movie group process)
   1. same as in LDA but this one does not require vectorizing the dataset
   2. 30 topics
   3. Citing python gsdmm package documentation:
   * “Alpha controls the probability that a student will join a table that is currently empty. When alpha is 0, no one will join an empty table. Beta controls the student’s affinity for other students with similar interests. A low beta means that students desire to sit with students of similar interests. A high beta means they are less concerned with affinity and are more influenced by the popularity of a table”
   1. checking every combination of alpha, beta chosen from the values: [0.01, 0.1, 0.5, 0.9]
   2. manual inspection
3. Attention-Based Aspect Extraction (He et al. 2017)
   1. Based on the implementation by authors of the article
   2. remove stopwords and punctuation
   3. use wordnet lemmatizer (Fellbaum 1998)
   4. converting to vectorized form using Word2Vect model with final dimensionality of 200 and window of 10
   5. Training attention model
   6. manual assessment of reviews topics

For the analysis of textual reviews I have used python programming language.

1. python (Van Rossum and Drake Jr 1995)
   1. NLTK (Bird, Klein, and Loper 2009), spacy (Honnibal et al. 2020) itd

Luźne opisy paperów:

<https://link.springer.com/chapter/10.1007/978-981-32-9563-6_11> (Jheng and Luo 2019) - retention prediction przez CNN

<https://www.sciencedirect.com/science/article/pii/S0019850116301651?casa_token=YCUcElM8k_EAAAAA:-qJeOGXh7u2pQlqj-eyAo9k-eLgbc-m31QsDURsmpD2CEIyqtUzAjYGXUwkQRR4T0MrtkIbeWtaG>

* sam paper średni ale ma dużo referencji

<https://sci-hub.se/https://ieeexplore.ieee.org/abstract/document/7538581>

* fancy metody imbalance
* używają datasetu takiego jak ja
* mega dobra dokładność
* ALE najpierw robią upsampling a później oceniają performance na CV - błąd! u mnie to różnica pommiędzy 0.62 a 0.78 AUC

<http://flr-journal.org/index.php/mse/article/view/10816/11113>

* wykorzystują social network userów

<https://link.springer.com/article/10.1007/s10660-019-09383-2>

* wykorzystują deep learning do imbalance - chyba lepiej będzie pasować do innej sekcji

<https://www.emerald.com/insight/content/doi/10.1108/17515631011063767/full/html>

dużo references

A study on factors affecting the purchasing process of online shopping: a survey in China & Japan

na podstawie kwestionariusza ocena satysfakcji

<https://d1wqtxts1xzle7.cloudfront.net/62198454/key-paper20200225-3623-15suux9.pdf?1582687757=&response-content-disposition=inline%3B+filename%3DWhat_Effects_Repurchase_Intention_of_Onl.pdf&Expires=1617187287&Signature=LfylLp7R2PXNPLFtVyCNdj~e4FhDBUz04-T152E7FSsNHjnqclWeFnnKf9C2fJskRN2q~sRx~CsXCbeuhn0zcrktL0lj8oN8GUxrWXpavIz1UaQuO~ayrylqfAH2XgIdwhDe~8FOoMNP9ZzaNz6lqYuy6DYaBNhP6G7N3sUo2spQ187dGOgRHgGafoS3Z7HZ2AgEUjgs1ldOsU1E7FXrP1delDpO7QYarp9h1euOUM6vCWCxlsDZYnRF6A-PIuQlgyP8QOyzMo2d487sDw0Jepwjrd69ocCrSMsi7dmu56Z00CUoXaUA3b~C9vyQrfYI9T1hzMcJYfQYri4lUWgblQ__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA>

ocena repurchase probability na podstawie kwestionariusza

<https://www.tandfonline.com/doi/abs/10.1080/08874417.2011.11645518?casa_token=33mj-Wcpw8IAAAAA%3AQUNps1MzrKJLyKf_c0Vl6gRIzoqI8wU3PbavgeTiyiJlQxwpHMi3JLUMmmGr7ZX0C2uqsrTT-TBYIw8&>

znowu kwestionariusz ale z modelem

<https://link.springer.com/article/10.1007/s10660-015-9207-2>

* predicting repurchase intention
* na podstawie kwestionariusza
* ale prediction z fancy metodami

<https://ieeexplore.ieee.org/abstract/document/9325646> (Suryadi 2020)

* repurchase jako kwestionariusz tak/nie
* ale wykorzystują predykcję na podstawie reviews

(Ganesh, Arnold, and Reynolds 2000) definicja churn

A particularly prominent forecasting application in CRM is customer churn prediction (CCP), which is defined as a method of identifying customers who show a high inclination to abandon the company

<https://www.sciencedirect.com/science/article/pii/S0169207019301499?casa_token=kopLN0D45dwAAAAA:pARTYFQ1-0aho11qk4RpZdFdBIb1S-cJVHPb1iaggq41zU7pI-heeNpG9uK5cGThM7IWfFAkeGqU> (De Caigny et al. 2020)

-ładnie opisane profity z posiadania lojalnych customerów - dobry paper, dużo odniesień i wykorzystanie textual data

<https://www.sciencedirect.com/science/article/pii/S0957417410006779?casa_token=0C1SeJigqT8AAAAA:GCfX81AUr9p3ZfrqwTPCb23r4Slx6YijCvIOJE5xTcrxgl1nge7gjwvQnCo4c_r5fp1zaSigKjve> (Yu et al. 2011)

* Jest o prawdziwym churnie a nie o retention
* Jest złożona baza danych
* minimalny wstęp o churn prediction

<https://ieeexplore.ieee.org/abstract/document/8627369> (Berger and Kompan 2019)

* używają danych o sesji w przeglądarce

<https://cursa.ihmc.us/rid=1MYWPTN4Z-BBB2D6-30SB/Zhao_Churn_Prediction_SVM.pdf>

(Zhao et al. 2005) - Używa danych demograficznych - jest o churn

<https://ieeexplore.ieee.org/abstract/document/8284914> Yanfang and Chen (2017) - prawie nic nie ma ciekawego, tylko jako case

<https://ieeexplore.ieee.org/abstract/document/1255389> (Wai-Ho Au, Chan, and Xin Yao 2003)

* Jest o tym że nie chodzi o predykcję tylko o ranking
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